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ABSTRACT
Unplanned intensive care units (ICU) readmissions and in-hospital
mortality of patients are two important metrics for evaluating the
quality of hospital care. Identifying patients with higher risk of read-
mission to ICU or of mortality can not only protect those patients
from potential dangers, but also reduce the high costs of healthcare.
In this work, we propose a new method to incorporate information
from the Electronic Health Records (EHRs) of patients and utilize
hyperbolic embeddings of a medical ontology (i.e., ICD-9) in the
prediction model. The results prove the effectiveness of our method
and show that hyperbolic embeddings of ontological concepts give
promising performance.

CCS CONCEPTS
• Computing methodologies → Knowledge representation
and reasoning; Ontology engineering; • Applied computing→
Health informatics.

KEYWORDS
medical ontology, graph embedding, readmission prediction, mor-
tality prediction
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1 INTRODUCTION
Patients who are readmitted to intensive care units (ICU) after trans-
fer or discharge are at high risk of mortality, and the readmissions
are usually costly for both the patients and hospitals. Therefore,
efficiently and accurately identifying patients who are prematurely
discharged or transferred from ICU can not only reduce the risk
of mortality, but also help decrease the high but avoidable costs
of healthcare. According to a recent study [1], unplanned hospital
readmission was estimated to have cost nearly $26 billion annually
in the U.S. In addition to hospital readmission, ICU readmission is
also a major problem. Around 10% of ICU patients are readmitted
during the same hospitalization [20], due to premature discharge
or premature transfer from ICU. This highlights the importance of
predicting the ICU readmission risk for healthcare systems.

In the past few years, there have been several published studies
[11, 14, 23, 33] on this unplanned readmission prediction task. Most
of the studies are conducted by physicians and medical researchers,
and they generally focus on selecting statistically significant fea-
tures from ICU patients’ Electronic Health Records (EHRs) and
combining them with traditional machine learning methods, such
as logistic regression [33]. These studies prove effectiveness by
achieving good prediction accuracy, but they still can be improved
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by incorporating more sophisticated features, such as the latent
embeddings of ontological medical concepts in the patients’ EHRs.

Similar to the unplanned readmission prediction task, for in-
hospital mortality prediction, there are studies [6, 7] that outper-
form the traditional scoring systems [10, 31] with machine learning
methods. However, they have common limitations: They are not
using any external knowledge to improve their models. Therefore,
their approaches can be improved by incorporating external knowl-
edge such as medical ontologies.

Medical ontologies are primarily characterized by hierarchical
relationships and textual descriptions, along with non-hierarchical
features. While Euclidean space is the default geometry for word-
based embedding methods [16], embeddings learned in hyperbolic
spaces [17] are capable of representing the hierarchies more effi-
ciently. Although there has been some progress in learning word
embeddings in hyperbolic spaces [5], effective leveraging of hierar-
chies with other data sources remains an open problem.

Hyperbolic space-based representation learning provides an ef-
fective way to learn latent embeddings for medical ontologies,
which are inherently hierarchical in nature. This significantly helps
solve the problem for learning medical ontology embeddings by
providing more efficiency and lower dimensions. However, this
also poses a significant challenge to medical applications. It is a
well-discovered fact that in Euclidean spaces, the learned embed-
dings are the function of context, which is defined during training.
When syntactic structures are taken as the context, words are con-
sidered semantically similar when they are surrounded by that
same context. Comparable analogies can also be drawn for medi-
cal concepts. For example, medical concepts are used by medical
providers for billing purposes; and thus, similar concepts for such
tasks are concepts which co-occur in a diagnosis as well as in a
similar hierarchical structure.

In this study, we propose a new method to leverage latent in-
formation in the textual data from ICU patients’ EHRs, by training
and combining the hyperbolic embeddings of the medical concepts
in them. We implement our method based on the state-of-the-art
method [14] on ICU readmission prediction and the widely accepted
benchmark [6] on in-hospital mortality prediction, and we show
improvement in both tasks. We also evaluate the hyperbolic embed-
dings of medical concepts by comparing them with other popular
graph embedding methods, both intrinsically and extrinsically. All
the experiments are conducted on the MIMIC-III dataset [8].

Our contributions are summarized as follows:

(1) Our method of adding embeddings of ICD-9 codes from dis-
charge summaries proves effective and it helps improve the
performance of the state-of-the-art method on ICU read-
mission prediction with different graph embeddings. It also
outperforms the benchmark results in the task of mortality
prediction.

(2) We prove that the hyperbolic embeddings of medical con-
cepts give promising performance in different evaluations,
outperforming Euclidean-based graph embeddings in intrin-
sic evaluation and give comparable performance in extrinsic
evaluation.

The rest of this paper is organized as follows. In Section 2, we re-
view previous studies related to our work. We describe our method

in Section 3. In Section 4, we demonstrate the experimental results
with analysis. The conclusion and future work are discussed in
Section 5.

2 RELATEDWORK
2.1 Hyperbolic Representation Learning
Representation learning is one of the fundamental characteristics
of deep learning advances, with representation learning of words
as vectors enabling significant advantages over traditional feature
engineering methods. While it is common to use the output of
the layer before the last layer of a Convolutional Neural Network
(CNN) as an image representation for downstream tasks, it is no
surprise to see similar approaches for representation learning being
applied to other data sources, such as knowledge bases (KBs) [3].
Recently, a similar idea, in which the process includes representa-
tion learning of the medical concepts represented in a large scale
KB (e.g., UMLS, SNOMED) [4], has been applied to the medical
domain. This has enabled application of deep learning advances
into the medical domain, and at the same time, it has increased the
range of applications of medical KBs.

It has been shown that linear representations need a much higher
number of dimensions in order to represent the hierarchies, which
are the most common aspect in the KB [17]. Consequently, repre-
sentation learning in hyperbolic spaces, as opposed to in Euclidean
spaces, has been proposed, with hyperbolic space embedding found
to perform better in representation of hierarchies, especially with
lower dimension of features [24]. There have been several meth-
ods proposed for learning representations in hyperbolic spaces in
which it has also been found that, for data which is not inherently
hierarchical (e.g., words), such methods do not yield significant
performance gain [5, 13].

Medical ontologies are usually hierarchically organized. This
kind of tree-like structure can be well-represented in hyperbolic
space. To better illustrate, we visualize the Poincaré embedding
by training a 2-D embedding of a subtree of the ICD-9 ontology
[26]. As shown in Figure 1, the embedding looks like a continuous
version of “tree,” in which the low-level nodes (the leaves) are on
the edge, and the high-level nodes (root) are on the center area.
This is consistent with the features of hyperbolic space.

2.2 Unplanned ICU Readmission Prediction
Unplanned ICU readmission prediction, along with unplanned hos-
pital readmission prediction, is an important task in the healthcare
field. Apart from research conducted by physicians, which is usu-
ally based on specific feature engineering and traditional machine
learning methods [33], there is also some solid work that is from
the angle of natural language processing, which focuses on predict-
ing readmissions based on medical textual notes from EHRs [23].
Some researchers exploit representation learning techniques to
solve this problem, where they learn either embeddings of patients
or embeddings of medical concepts from patients’ data [11, 14].

To the best of our knowledge, [14] proposes the best Area Under
the Receiver Operating Characteristics curve (AUROC) score of
0.791 for the ICU readmission prediction task on the MIMIC-III
dataset [8]. They take three types of information as input, i.e., chart
events information, basic demographic information, and diagnosis

Session 11: Medical Informatics II ACM-BCB ’19, September 7–10, 2019, Niagara Falls, NY, USA.

339



(a) Hierarchical Structure of the Subtree

(b) Visualization of the 2-D Hyperbolic Embeddings of the Sub-
tree

Figure 1: Hierarchy and Corresponding 2-D Hyperbolic Em-
beddings of "140-239" Subtree of ICD-9

information (in the form of ICD-9 codes). All 3 of the types of
features are concatenated and put into the prediction model, which
is a sequential combination of two LSTM layers and one multi-filter
CNN layer. They also utilize the embeddings of diagnosis (in the
form of ICD-9 codes) to improve the prediction, which are learned
from a private medical claims dataset which consists of the health
claims data of roughly four million people from 2005 to 2013 [4].

Though their work proves effective, they completely overlook
the important information that is encoded in the medical text notes
in patients’ EHRs. Researchers have proved that the medical text
notes in patients’ EHRs contain enough information that can be
used to support the readmission prediction task [23]. In this study,
we incorporate the important textual information by extracting
ICD-9 codes from the medical notes and encode them with different
graph embedding methods.

2.3 In-Hospital Mortality Prediction
In-hospital mortality prediction is another important task in the
medical domain which aims at predicting the mortality of patients
when they are in hospital. Early studies develop systems that cal-
culate the predictions based on expert knowledge or data driven

approaches, such as the APACHE [31], the APACHE II [30], the
SAPS [9], and the SAPS II [10].

Recently, researchers have used machine learning techniques
to deal with this problem. Johnson et al. [7] use three traditional
methods to solve this task, i.e., Logistic Regression, SVM, and Ran-
dom Forest. The benchmark [6] we use also compares different
approaches with traditional scoring systems, which include Lo-
gistic Regression and LSTM-based models. Although these works
advance the current state-of-the-art performance in mortality pre-
diction, few of them utilize external knowledge, such as medical
ontologies. Hence, in this study, we make use of the ICD-9 codes,
and we represent them with graph embeddings, to see whether it
can improve the performance of in-hospital mortality prediction.

2.4 ICD-9 and other Medical Ontologies
There are multiple medical ontologies:

• UMLS: The Unified Medical Language System is a com-
pendium of many controlled vocabularies in the biomedical
sciences [2].

• SNOMED CT: SNOMED Clinical Terms is a systematically
organized computer processable collection of medical terms
providing codes, terms, synonyms and definitions used in
clinical documentation and reporting [27].

• ICD-9: ICD-9 is the 9-th revision of the International Statis-
tical Classification of Diseases and Related Health Problems
(ICD), a medical classification list by the World Health Orga-
nization (WHO) [26]. Besides ICD-9, more recent versions
(i.e., ICD-10 and ICD-11) are widely used as well.

• MeSH: Medical Subject Headings (MeSH) is a comprehen-
sive controlled vocabulary for the purpose of indexing jour-
nal articles and books in the life sciences; it serves as a
thesaurus that facilitates searching [15].

In this study, we conduct experiments on the MIMIC-III dataset,
which takes ICD-9 as their coding ontology. ICD-9 Clinical Modifi-
cation (ICD-9-CM) is a modification of ICD-9. This national variant
of ICD-9 is provided by the Centers for Medicare and Medicaid Ser-
vices (CMS) and the National Center for Health Statistics (NCHS),
and the use of ICD codes are nowmandated for all inpatient medical
reporting requirements.

3 METHOD
3.1 Hyperbolic Medical Concept Embeddings
We refer the readers to [5, 13, 17] for more detailed treatment
of hyperbolic spaces, and their characterization and differences
with respect to the Euclidean space geometry. Any metric space is
characterized by the distance between two points, with the distance
being defined in hyperbolic space, specifically for Poincaré ball
model for two points u,v ∈ Bd is

dH (u,v) = arcosh

(
1 + 2

| |u −v | |2

(1 − ||u | |2)(1 − ||v | |)2)

)
(1)

For a unit Poincaré ball space, | |u | | < 1. As is evident from Equation
1, the distances between two points near the boundary of Poincaré
ball tend to ∞. Also, for a hierarchical structure (e.g., a tree) that
is embedded into the space, the root node will be placed in the

Session 11: Medical Informatics II ACM-BCB ’19, September 7–10, 2019, Niagara Falls, NY, USA.

340



Figure 2: Framework of Readmission Prediction

center area of the space while the leaf nodes will be placed near
the boundary area.

In order to learn embeddings from hierarchical medical ontolo-
gies, we follow the work of [17] to use Riemannian-SGD to optimize
the loss function:

L =
∑

(u,v)∈S

log
exp−dH (u,v)∑

v ′∈N (u) exp−dH (u,v ′)
(2)

where (u,v) ∈ S is a hierarchical (i.e., subclassof) relationship in
a Knowledge Base (KB) S and N (u) = {v |(u,v) < S} ∪ {u} is a set
of negative examples for u. Equation 2 can be observed as a soft
ranking-loss, where related objects should be closer than objects
for which we do not observe a relationship.

There are different kinds ofmedical ontologies that hierarchically
organize medical concepts, including diseases, articles, medicines,
etc. Since we conduct experiments on the MIMIC-III dataset, which
encodes disease information of patients based on the 9-th revision of
the International Statistical Classification of Diseases and Related
Health Problems (ICD-9), we explore embeddings of the ICD-9
medical concepts for further evaluation.

3.2 Incorporating Textual Information from
EHRs for Readmission Prediction

In this study, we propose to incorporate the medical text notes, i.e.,
the discharge summaries, to improve the prediction. We extract
ICD-9 codes from the discharge summaries of ICU patients’ EHRs,

Figure 3: Framework of Mortality Prediction

using an automatic medical code assignment tool for ICD-9 [19].
The extracted ICD-9 codes are then embedded with the method
described in Section 3.1, the embeddings of which are used to re-
construct the input for the prediction model. In the experiment, we
also use different graph embedding methods for fair comparison.
Inspired by the use of deep learning models in Lin et al’s approach
[14], the framework of our method is shown in Figure 2.

Note that in Figure 2, the reconstructed input contains “medical
notes ICD-9,” which consists of the embeddings of the list of medical
codes extracted from the textual notes (i.e., discharge summaries) in
ICU patients’ EHRs. Just like the “diagnosis ICD-9” of the original
input [14], they are also in the form of embeddings [4]. But unlike
the “diagnosis ICD-9” which is generated manually by professional
coders, the “medical notes ICD-9” tends to be redundant, yet more
informative for predicting ICU readmission. Thus, though it is
possible that there exists some overlapping between the two lists,
our hypothesis is that adding a new list of related ICD-9 codes will
help improve the model. The experimental results do show that the
reconstructed input demonstrates an advantage over the original.

3.3 Incorporating Embeddings for Mortality
Prediction

Harutyunyan et al.’s work [6] is a widely accepted benchmark in
in-hospital mortality prediction. We use their benchmark model for
our experiment, which is an LSTM network that takes a 48-hour
sequence of numerical features (e.g., the Glascow Coma Scale, Heart
Rate, etc.) as input. To test our method of incorporating embed-
dings, we follow the same framework of the readmission prediction
experiment. We concatenate the embeddings of the diagnoses of
patients (in the form of ICD-9 codes), along with ICD-9 codes ex-
tracted from discharge summaries, to the original input and see if
any performance gain can be achieved. The framework is shown in
Figure 3.
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4 EVALUATION
In this section, we evaluate our proposed method both intrinsi-
cally and extrinsically. For intrinsic evaluation, we test different
embeddings of the ICD-9 ontology by comparing the similarities
between medical concepts in the embedding spaces, to prove that
the hyperbolic embedding method is a good fit for hierarchical
representations, i.e., the ICD-9 ontology. For extrinsic evaluation,
we test our method based on the state-of-the-art ICU readmis-
sion prediction model [14] and the in-hospital mortality prediction
benchmark [6] on the MIMIC-III dataset, with different graph em-
beddings, to see (1) whether our method improves the performance
of ICU readmission prediction and in-hospital mortality prediction;
and (2) whether the hyperbolic embeddings of medical concepts
from ICD-9 show any advantage over other prevalent embedding
algorithms.

4.1 Intrinsic Evaluation
In this subsection, we intrinsically evaluate the different embed-
dings over the ICD-9 ontology. Basically, we want to compare and
demonstrate how the similarities of medical concepts from ICD-9
are retained in the embedding spaces.

4.1.1 Setup.
Sincewe do not have a publicly available gold standard test where

the similarities of medical concepts are assigned by professionals,
nor the expertise to assign them by ourselves, we take an alternative
by randomly selecting a certain number of pairs of medical concepts
from ICD-9 (20, 000 in our test), and computing the similarities
between them based on several prevalent ontology-based similarity
measurements, i.e., the Wu & Palmer similarity [32], the Leacock &
Chodorow similarity [12], the Resnik similarity [22], and the RADA
similarity [21]. Thus, we have 4 sequences of ontology-based term
pair similarities over the same set of selected medical concepts.

We then compute the distance-based term pair similarities in
the embedding spaces, and we evaluate the embeddings by compar-
ing the Pearson Correlation Coefficients between the sequences of
distance-based term pair similarities and the sequences of ontology-
based term pair similarities. Note that for the hyperbolic embed-
dings (Poincaré), we compute the Poincaré distance to denote the
dissimilarity based on Equation 1, and we use the negative value of
it to denote the similarity. For Euclidean embeddings, we use the
Euclidean distance as the dissimilarity, and convert it to similarity
based on s = 1

1+d .
Intuitively, higher correlation coefficients imply that the simi-

larities between concepts are better retained in the corresponding
embedding space.

The 4 ontology-based similarity measurements are defined as
follows:

SimWUP(C1,C2) =
2 ∗ N3

N1 + N2 + 2 ∗ N3
(3)

where N1 and N2 are the distance from the least common subsumer
(LCS) toC1 andC2 respectively. N3 is the depth of the least common
subsumer. The least common subsumer of two concept nodes C1
and C2 is the lowest node that can be a parent for C1 and C2.

SimLCH(C1,C2) = − log
(
ShortestPath(C1,C2)

2 ∗ depthmax

)
(4)

Table 1: Pearson Correlation Coefficients for Different Em-
beddings of ICD-9

Method Dim Measurement

WUP LCH RESNIK RADA

Poincaré
10 0.5720 0.6797 0.5784 0.7278
100 0.5866 0.6902 0.5977 0.7351
300 0.6042 0.7046 0.6007 0.7491

ComplEx
10 0.4279 0.3169 0.4320 0.3036
100 0.2265 0.2018 0.2094 0.1774
300 0.1307 0.1432 0.1134 0.1141

DistMult
10 0.4297 0.3621 0.4174 0.3410
100 0.1941 0.1827 0.1964 0.1521
300 0.1204 0.1223 0.1161 0.0922

transE
10 0.0483 0.0269 0.0709 0.0130
100 0.4159 0.3682 0.3494 0.3658
300 0.4355 0.3958 0.3862 0.3912

Rescal
10 0.4108 0.2884 0.4364 0.2952
100 0.2522 0.2756 0.1986 0.2523
300 0.1243 0.1355 0.1166 0.1039

where depthmax is the maximum depth of any node in the tree and
ShortestPath(C1,C2) is the length of the shortest path between C1
and C2.

SimRESNIK(C1,C2) = IC(LCS(C1,C2)) (5)
where LCS refers to the least common subsumer and IC refers to
information content. Note that since we cannot compute the term
frequency of the medical concepts, we use another ontology-based
information content as an alternative [25]:

IC(c) = 1 −
log(hypo(c) + 1)
log(maxnodes)

(6)

where hypo(c) refers to the number of hyponyms of concept c
andmaxnodes refers to the maximum number of concepts in the
taxonomy.

SimRADA(C1,C2) = 2 ∗ depthmax − ShortestPath(C1,C2) (7)

where depthmax and ShortestPath(C1,C2) are the same as Equa-
tion 4.

4.1.2 Experiment.
We randomly pick 20, 000 concept pairs from the ICD-9 ontology

and compute the mentioned 4 kinds of ontology-based similarities
between them. Then we compute the distance-based similarities
over these pairs for the several compared embeddings. Finally, we
calculate the Pearson Correlation Coefficients between the above
two kinds of sequences, as shown in Table 1.

Table 1 shows that the Poincaré embeddings significantly out-
perform the TransE [3], DistMult [34], ComplEx [28, 29] and Rescal
[18] embeddings, in that the Poincaré embeddings show much
higher correlation coefficients with the ontology-based similarity
sequences. Generally it shows that the similarities between con-
cepts are better retained in the hyperbolic embedding space than
in the other embedding spaces.
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Table 2: Performance on ICU Readmission Prediction Without Discharge Summaries

Embedding Acc Pre-0 Pre-1 Re-0 Re-1 A.R A.P

Poincaré 0.7223 0.9035 0.3740 0.7361 0.6655 0.7786 0.4827
ComplEx 0.6621 0.9141 0.3306 0.6423 0.7454 0.7591 0.4236
Distmult 0.6426 0.9126 0.3172 0.6169 0.7508 0.7534 0.4243
TransE 0.7254 0.9062 0.3789 0.7366 0.6782 0.7876 0.4875
Rescal 0.6544 0.9160 0.3264 0.6303 0.7562 0.7661 0.4456

*Acc: Accuracy, Pre: Precision, Re: Recall, A.R: AUC under ROC, A.P: AUC under PRC

Table 3: Performance on ICU Readmission Prediction With Discharge Summaries

Embedding Acc Pre-0 Pre-1 Re-0 Re-1 A.R A.P

Poincaré 0.7481 0.8993 0.4005 0.7766 0.6310 0.7851 0.4819
ComplEx 0.6705 0.9101 0.3342 0.6565 0.7263 0.7602 0.4341
Distmult 0.6678 0.9067 0.3303 0.6565 0.7151 0.7606 0.4327
TransE 0.7536 0.9039 0.4100 0.7779 0.6511 0.7882 0.4957
Rescal 0.6399 0.9209 0.3197 0.6067 0.7801 0.7684 0.4454

*Acc: Accuracy, Pre: Precision, Re: Recall, A.R: AUC under ROC, A.P: AUC under PRC

Table 1 also demonstrates that the Poincaré embeddings are
capable of representing information with very few dimensions. As
shown in this table, the Poincaré embeddings with low dimensions
give good performance, similar to the one with higher dimensions.
It thus proves that using hyperbolic-based embedding approaches
is a good way to capture semantics in hierarchical data, such as
ICD-9.

To sum up, in this subsection we intrinsically evaluate the hyper-
bolic embeddings over the ICD-9 medical ontology by comparing
such with other graph embedding methods. The experimental re-
sults demonstrate that the method works well and outperforms
other embedding approaches.

4.2 Extrinsic Evaluation 1: 30-day Unplanned
ICU Readmission Prediction

In this subsection, we evaluate our proposed method described in
Section 3.2, to see whether any performance improvement on 30-
day unplanned ICU readmission prediction can be gained. Moreover,
since we apply the hyperbolic embeddings of the ICD-9 medical on-
tology in the proposed method, this subsection can also be regarded
as an extrinsic evaluation test for the medical embeddings.

4.2.1 Setup.
This portion of our experiments is conducted based on the

MIMIC-III Critical Care (Medical Information Mart for Intensive
Care III) Database, which is a large, freely-available database com-
posed of deidentified health-related EHR data associated with over
40, 000 patients who stayed in the critical care units (ICU) of the
Beth Israel Deaconess Medical Center between 2001 and 2012.

The database contains a large variety of EHR data of ICU pa-
tients, including basic demographic information, bedside vital sign
measurements, laboratory test results, medications, procedures,
medical text notes (e.g., discharge summaries), and so on.

In this experiment, we follow the data preprocessing procedure
of [6, 14] and generate a dataset of 48, 411 ICU stay records. Each
ICU stay record corresponds to one ICU patient, and each patient
may have multiple ICU stay records. We then split the entire dataset
into the training set (80%), the validation set (10%) and the testing
set (10%) for further evaluation.

For fair comparison, we use the same setup and benchmark with
Lin et al. [14] and consider 4 types of positive ICU stay records,
including the patients (and the corresponding ICU stay record) who
were transferred to low-level wards from ICU and readmitted to
ICU later; the patients who were transferred out of ICU and died
later; the patients who were discharged and readmitted to ICU later;
and the patients who were discharged and died later. Note that the
“later” here means “within 30 days.”

4.2.2 Experiment.
We experiment with the hyperbolic embeddings (Poincaré) of the

ICD-9 ontology and several state-of-the-art graph embedding meth-
ods, i.e., ComplEx, Distmult, TransE and Rescal. The results of using
our method, with different embeddings, on the ICU readmission
prediction task are shown in Table 2 and Table 3.

Note that in the readmission prediction task, most researchers
are using the Area Under the Receiver Operating Characteristics
curve (AUROC) as the main metric to evaluate their approaches.
Generally, a higher AUROC scoremeans a better model, for this task.
Along with AUROC (A.R), some additional metrics are proposed, to
better illustrate the comparison. However, these additional metrics
can be unstable, and they are better used for additional evaluation.

In Table 2, we present the performance of different embeddings
without ICD-9 codes extracted from discharge summaries. Note
that in Table 2 we only use the human-annotated ICD-9 codes for
each patient, without using any extractions from the discharge
summaries. In Table 3, we present the corresponding results with
ICD-9 codes extracted from discharge summaries as described in
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Table 4: Performance on Readmission Prediction with Different Dimensions of Poincaré Embeddings

Embedding dim Acc Pre-0 Pre-1 Re-0 Re-1 A.R A.P

Poincaré 100 0.7086 0.8769 0.3410 0.7440 0.5590 0.7193 0.4098
Poincaré 10 0.6721 0.8886 0.3214 0.6796 0.6403 0.7165 0.3994
TransE 100 0.7115 0.8787 0.3455 0.7461 0.5655 0.7101 0.4067
TransE 10 0.7218 0.8702 0.3475 0.7710 0.5146 0.7099 0.3930

Table 5: Performance on Mortality Prediction Without Discharge Summaries

Embedding Acc Pre-0 Pre-1 Re-0 Re-1 A.R A.P

Poincaré 0.8814 0.8977 0.6350 0.9737 0.2912 0.8722 0.5543
ComplEx 0.8947 0.9165 0.6701 0.9662 0.4380 0.8915 0.6104
Distmult 0.8988 0.9152 0.7115 0.9730 0.4243 0.8956 0.6247
TransE 0.8888 0.9019 0.6930 0.9777 0.3211 0.8854 0.5717
Rescal 0.8913 0.9019 0.7239 0.9809 0.3188 0.8954 0.6025

*Acc: Accuracy, Pre: Precision, Re: Recall, A.R: AUC under ROC, A.P: AUC under PRC

Section 3.2. It shows that adding extra ICD-9 codes from discharge
summaries does improve the overall performance on this readmis-
sion prediction task. It also shows that the Poincaré embeddings
outperform all other graph embedding methods except TransE.
Note that we also test this method with the Claims embeddings
[4] that are used by Lin et al. [14], the results of which (0.7943)
also demonstrates an advantage over their best reported A.R score
(0.791). We do not think it is fair to compare Lin et al.’s results
[14] with the reported graph embedding methods in Table 2 and 3,
because they only use ICD-9 codes to generate embeddings.

As is described in Section 2.1, hyperbolic embeddings have the
ability to represent hierarchical data with lower dimensions. So,
in Table 4, we test our method using the Poincaré and TransE
embeddings with lower dimensions. The results are consistent,
showing that lower dimensions of Poincaré embeddings give better
performance than that of TransE, especially when in 300 dimensions
TransE actually does better than Poincaré.

To sum up, in this subsection we evaluate our method in the
ICU readmission prediction task, and we also extrinsically evalu-
ate the hyperbolic embeddings of the ICD-9 ontology. The results
prove the effectiveness of our method by showing a better AU-
ROC over the model without discharge summaries. The results also
demonstrate the good qualities of the hyperbolic embeddings, in
that they give comparable performance with the state-of-the-art
graph embeddings methods.

4.3 Extrinsic Evaluation 2: In-Hospital
Mortality Prediction

In this subsection, we further evaluate our method and the hyper-
bolic embeddings of the ICD-9 medical ontology by incorporating
the embeddings into existing methods of in-hospital mortality pre-
diction and comparing their performance.

4.3.1 Setup.
This part of our experiments is also conducted on the MIMIC-

III dataset [8]. We follow the data preprocessing pipeline with

the benchmark [6]. The data contains 42, 276 ICU stays of 33, 798
unique, de-identified patients, who are at least 18 years old. For fair
comparison, we adopt the same split of 15% for validation and 85%
for training.

4.3.2 Experiment.
To be consistent with the experiment on 30-day unplanned ICU

readmission prediction, we experiment with the same group of
graph embeddings (i.e., Poincaré, ComplEx, Distmult, TransE and
Rescal). The results of our method with different embeddings on
in-hospital mortality prediction are shown in Table 5 and Table 6.

In the task of in-hospital mortality prediction, Area Under the Re-
ceiver Operating Characteristics curve (AUROC) is still the widely
accepted metric for evaluation. Higher AUROC indicates better
performance of a model for a certain embedding method. In Ta-
ble 5 and 6, the same set of metrics are represented for additional
comparison.

The work of Harutyunyan et al. [6] is a widely accepted bench-
mark for mortality prediction, which gives an A.R score of 0.8607.
As in the readmission experiment, we present the results with and
without ICD-9 codes extracted from discharge summaries. Note
that in Table 5 we only use the human-annotated ICD-9 codes for
each patient, without using any extractions from the discharge sum-
maries. It shows that adding ICD-9 codes can generally improve
the performance of mortality prediction with different embeddings.
Every embedding method in the experiment leads to an improve-
ment on the AUROC (A.R) score over the baseline (0.8607). In Table
7, we test the Poincaré embeddings with different dimensions, and
the results are very stable, which is consistent with the earlier
assumption.

In summary, we extrinsically evaluate our method and the hy-
perbolic embeddings of the ICD-9 medical ontology on the task of
in-hospital mortality prediction. The results prove the effectiveness
of our method by representing higher AUROC than the benchmark,
though in this task the hyperbolic embeddings do not outperform
all other embeddings. However, adding ICD-9 codes extracted from
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Table 6: Performance on Mortality Prediction With Discharge Summaries

Embedding Acc Pre-0 Pre-1 Re-0 Re-1 A.R A.P

Poincaré 0.8882 0.9128 0.6338 0.9626 0.4128 0.8756 0.5760
ComplEx 0.8972 0.9012 0.8220 0.9895 0.3073 0.8958 0.6312
Distmult 0.8941 0.9267 0.6330 0.9529 0.5183 0.8959 0.6218
TransE 0.8882 0.8995 0.7043 0.9802 0.3004 0.8852 0.5771
Rescal 0.8929 0.9141 0.6654 0.9669 0.4197 0.8979 0.6042

*Acc: Accuracy, Pre: Precision, Re: Recall, A.R: AUC under ROC, A.P: AUC under PRC

Table 7: Performance on Mortality Prediction with Different Dimensions of Poincaré Embeddings

Embedding dim Acc Pre-0 Pre-1 Re-0 Re-1 A.R A.P

Poincaré 300 0.8882 0.9128 0.6338 0.9626 0.4128 0.8756 0.5760
Poincaré 100 0.8938 0.9081 0.7061 0.9759 0.3692 0.8789 0.5841
Poincaré 10 0.8904 0.9100 0.6627 0.9691 0.3876 0.8755 0.5900

discharge summaries does improve the overall performance with
almost every embedding method on the task of mortality prediction,
which is consistent with the readmission prediction experiment.

5 CONCLUSION AND FUTUREWORK
In this study, we present a new method to incorporate the medical
notes in patients’ EHR data to improve the state-of-the-art model
on ICU readmission prediction, and the widely accepted bench-
mark on in-hospital mortality prediction. We specially leverage
the hyperbolic embeddings of the ICD-9 ontology in our proposed
method. To the best of our knowledge, we are the first to do so and
achieve promising results.

We are exploring the following directions for further research:

(1) Though the hyperbolic embeddings (Poincaré) of ICD-9 per-
form well, they are learned from very limited information
(i.e., the hierarchical structure). We will try to train a better
and joint embedding with the hierarchy of medical ontolo-
gies, the textual descriptions of concepts, and even patients’
EHR data in the hyperbolic space.

(2) In the mortality prediction task, the hyperbolic embeddings
are not as good as all the other embeddings. We will try to in-
corporate task-specific supervision to derive the embeddings
of medical concepts.

(3) Readmission and mortality predictions are two important
tasks for the healthcare system. We will explore more so-
phisticated and effective models to solve these tasks. Based
on our research, we have found that useful and valuable
information exists in the medical notes (e.g., discharge sum-
maries) of patients’ EHRs, which supports prediction; so we
will try new ways to leverage the textual information.
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